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Main Points

A Hit-and-Run Thompson sampler Batching via Minimal Terminal Variance (MTV) + STS

 Thompson sampling (TS) underperforms EIl, UCB, etc.

« STS, our method, uses hit-and-run to sample more efficiently than TS .
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A Thompson sample is a draw from p*(X), the probablllty that x is the MTV(x,) ~ Za (x;|x,) where x; ~ p«(x) are sampled by STS and 6-(x; | x,) is approximated by a GP. mtv minimizes
o —3.0 maximizer. STS iterates: MTV(x,) wh_ere X; ~ p*.(x) are sampled by PSS. dpp is a TfS batching methoq -that promotes div.ersity among the arms.
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c _125. Step 3 is a Metropolis filter (see paper). Precision and speed
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g Compansons: One arm/round Thompson sampling, and (b) take less time to compute. Sobol’ (uniform, not
1751 Thompson) sampling is included for comparison.
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« Summarizable: Range-normalizes ranks to make results from different
test functions comparable

Optimization of nine test functions in 30 dimensions for 30 rounds, with 30 replications (each with a different random
distortion of the test function) with 1 arm/round. gibbon - an entropy-based method; lei is an improved El; optuna - an

open-source Bayesian optimizer; pss - original MTV sampler; ts - standard Thompson sampler w/1024 candidates; sr -

simple regret. Similar results hold in dimensions 1-300.




